REASONABLE AI AND OTHER CREATURES. WHAT ROLE FOR AI STANDARDS IN LIABILITY LITIGATION?

Abstract
Standards play a vital role in supporting policies and legislation of the European Union. The regulation of artificial intelligence (AI) makes no exception as made clear by the AI Act proposal. Particularly, Articles 40 and 41 defer to harmonised standards and common specifications the concrete definition of safety and trustworthiness requirements, including risk management, data quality, transparency, human oversight, accuracy, robustness, and cybersecurity. Besides, other types of standards and professional norms are also relevant to the governance of AI. These include European non-harmonised standards, international and national standards, professional codes and guidelines, and uncodified best practices. This contribution casts light on the relationship between standards and private law in the context of liability litigation for damage caused by AI systems. Despite literature’s commitment to the issue of liability for AI, the role of standardisation in this regard has been largely overlooked hitherto. Furthermore, while much research has been undertaken on the regulation of AI, comparatively little has dealt with its standardisation. This paper aims to fill this gap.

Building on previous scholarship, the contribution demonstrates that standards and professional norms are substantially normative in spite of their private and voluntary nature. In fact, they shape private relationships due to normative and economic reasons. Indeed, these private norms enter the courtrooms by explicit or implicit incorporation into contracts as well as by informing general clauses such as reasonableness and duty of care. Therefore, they represent the yardstick against which professionals’ performance and conduct are evaluated. Hence, a link between standards, safety, and liability can be established. Against this backdrop, the role of AI standards in private law is assessed. To set the scene, the article provides a bird’s-eye view of AI standardisation. The European AI standardisation initiative is analysed along with other institutional and non-institutional instruments. Finally, it is argued that AI standards contribute to defining the duty of care expected from developers and professional operators of AI systems. Hence, they might represent a valuable instrument for tackling the challenges posed by AI technology to extracontractual and contractual liability.
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1 Introduction

Standardisation is the codification of professional knowledge and expertise in a particular field or with regard to specific products and services. Hence, standards are technical specifications and recommendations addressed to professionals. Standards can be issued by international, regional, and national organisations.

Standardisation is a strategic instrument for the governance of highly technical issues. The standardisation process is more agile than law-making procedures, which makes it particularly suited to regulating technologies that evolve at a rapid pace. Moreover, it is market-driven since standards are adopted by qualified experts in the field with the participation of businesses and representatives of non-industrial interests. Notably, standards stand as trade facilitators by creating a level playing field, promoting interoperability, and favouring cost optimisation. At the same time, standardisation is essential to quality assurance in the interest of society as a whole. In fact, standards provide objective and comparable measures of quality and safety. As a result, standards are meant to increase consumer confidence too.

However, standardisation is a double-edged sword. Whereas in principle it is a catalyst for trade, it can also obstruct it. Once standards take root in a given market they might act as a barrier against traders who do not comply with them. Furthermore, standardisation have both negative and positive impacts on innovation. Whilst standardisation attracts investments and encourages the development of specific
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technologies, it risks promoting lock-in in outdated technologies, especially in the case of strong network externalities, that is, customers benefitting from the existence of a large network of many other users of the same standard or technology. Finally, it may be challenging to ensure that all goals of are sufficiently achieved. For instance, cost optimisation and interoperability may conflict with quality assurance in some cases. Hence, standardisation must be handled with care.

In addition to standards on goods and services that are formally adopted by standardisation organisations, technical specifications and rules of conduct can be established by stakeholders outside of typical standardisation fora. Professional associations and companies often lay down guidelines and codes of conduct or adopt private certification schemes for goods and services. Furthermore, private contracts, particularly standard form contracts, perform a regulatory function. These guidelines, codes, certifications schemes, and contracts can incorporate standards set by standardisation organisations and/or set different criteria. Therefore, ‘formal’ and ‘informal’ standards coexist, and they both contribute to shaping the choices and the behaviour of manufacturers and professionals.

At the European level, standardisation is at the core of the internal market of the European Union (EU). In the EU framework, standardisation means a mechanism of co-regulation that brings together private and public parties at different stages of decision-making so as to balance different interests. Hence, it refers to the adoption of standards by recognised standardisation organisations. Standards play a vital role in supporting EU policies and legislation and particularly in the context of emerging technologies. The regulation of artificial intelligence (AI) makes no exception.

In its proposal for a regulation on AI (hereinafter, ‘AI Act’), the Commission has made it clear that it envisions a prominent role for standards. The AI Act seeks to introduce a complex patchwork of safety and trustworthiness requirements for ‘high-risk’ AI systems concerning risk management, data quality, transparency, human
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6 ibid.
7 GM Peter Swann, The Economics of Innovation: An Introduction (Edward Elgar 2009), 82 ff.
8 Marta Cantero Gamito and Hans-W Micklitz (eds), The Role of the EU in Transnational Legal Ordering (Elgar 2020).
10 Commission, ‘An EU Strategy on Standardisation Setting global standards in support of a resilient, green and digital EU single market’ COM (2022) 31 final, 1. See also Standardisation Regulation, Recital 5.
13 Pursuant to Article 6 of the AI Act, high risk AI systems include: i) systems that are intended to be used as safety components of a product, or are themselves a product, covered by listed Union harmonisation legislation and
oversight, accuracy, robustness, and cybersecurity. With a view to lowering compliance costs for providers of high-risk AI systems, Articles 40 and 41 establish a presumption of conformity with said requirements for systems that comply with harmonised standards and common specifications. The presumption should incentivise the adoption of these standards and therefore create a virtuous circle. Hence, standards will have a crucial role in providing technical and operational details for the design, development, and deployment of AI technology. Whilst much research has been undertaken on the regulation of AI, comparatively little has dealt with its standardisation. Hence, the focus of the present contribution is on AI standardisation.

Furthermore, the paper deals with the role of AI standards in private law, specifically in liability litigation. Liability for damage caused by AI systems is a mainstream topic for scholarly and policy debate. In particular, the futureproofing of the Directive on liability for defective products (hereinafter, ‘PLD’) has been questioned. Moreover, the required by that legislation to undergo a third-party conformity assessment (eg machinery, toys, radio equipment, medical devices, aviation equipment, motor vehicles); ii) applications of AI technologies listed in Annex III to the Regulation, that pose a risk of harm to health and safety, or a risk of adverse impact on fundamental rights (eg biometric identification, creditworthiness assessments, immigration assessments, access to education or employment, law enforcement, safety components for critical infrastructure). By Article 7, the Commission, following stipulated criteria, may add similar systems to the list in Annex III if they pose an equivalent or greater risk of harm to health and safety, or of adverse impact on fundamental rights, than the systems already listed in the Appendix.

Pursuant to Article 3, ‘provider’ means a natural or legal person, public authority, agency or other body that develops an AI system or that has an AI system developed with a view to placing it on the market or putting it into service under its own name or trademark, whether for payment or free of charge.’ As pointed out by Edwards, the definition of provider does not encompass businesses that deploy AI systems that are developed by a third party. As a result, most safety and trustworthiness obligations do not apply to professional users of AI systems according to the Proposal. This differential treatment is not justified though. Moreover, it has negative repercussions for those affected by the operation of an AI system. See Lilian Edwards, ‘Regulating AI in Europe: Four Problems and Four Solutions’ (Ada Lovelace Institute 2022) <https://www.adalovelaceinstitute.org/report/regulatingai-in-europe/>.

Harmonised standards and supporting guidance and compliance tools will assist providers and users in complying with the requirements laid down by the proposal and minimise their costs’ (AI Act, Explanatory Memorandum, 6-7).

Mark McFadden and others, ‘Harmonising Artificial Intelligence: The Role of Standards in the EU Regulation’ (Oxford Commission on AI & Good Governance 2021).


application of established tort law is not straightforward. Notably, it is challenging to determine if, and under what conditions, human operators are liable for damage caused by autonomous AI systems over which they retain little to no control. Suggestively, it has been proposed to replace the ‘reasonable person’ standard of conduct with a ‘reasonable algorithm’ standard. In a similar vein, contract liability is not clear-cut when obligations are performed with the support of AI systems.

Ultimately, these concerns triggered two recent legislative initiatives at an EU level in the context of extra-contractual liability. Following a public consultation, the Commission adopted a proposal for an ‘AI Liability Directive’ and a proposal for a revised ‘PLD II.’ Specifically, the proposed AI Liability Directive does not aim to establish a full-fledged liability regime for AI-related damage, but it eases the burden of


23 See André Janssen, ‘AI and Contract Performance’ in Larry DiMatteo, Michel Cannarsa and Cristina Ponciò (eds), The Cambridge Handbook of Artificial Intelligence: Global Perspectives on Law and Ethics (CUP 2022); Tycho J de Graaf and Iris S Wuisman, ‘Contractual Liability for the Use of AI under Dutch Law and EU Legislative Proposals’ in Bart Custers and Eduard Fosch-Villaronga (eds), Law and Artificial Intelligence: Regulating AI and Applying AI in Legal Practice (Springer 2022).


proof on plaintiffs by introducing a right to request a court order of disclosure of relevant evidence about high-risk AI systems\(^{27}\) and rebuttable presumptions of fault\(^{28}\) and causation.\(^{29}\) Similar to the AI Liability Directive, the PLD II introduces a duty to disclose relevant evidence\(^{30}\) and rebuttable presumptions of defectiveness and causation.\(^{31}\) Furthermore, the PLD II extends the scope of application of EU product liability law to software, such as operating systems, computer programs, and AI systems.\(^{32}\)

In this regard, courts play a pivotal role in applying tort law to AI-related damage.\(^{33}\) Indeed, the issuance of an order of disclosure and the application of a presumption depend on the discretionary appreciation of contextual factors, in relation to the technical and scientific complexity of the single case. Moreover, courts will have to set a standard of conduct as a yardstick against which the behaviour of providers, producers, operators, and other actors must be assessed.\(^{34}\)

Against this backdrop, standards might help deal with uncertainty. Indeed, judges and experts rely on standards for assessing negligence and causation in highly technical cases. Standards also inform general clauses like due diligence. Furthermore, standards enter the courtrooms through contracts. In fact, contractual clauses might refer explicitly to standards that therefore acquire binding force between parties. Moreover, because of their pervasiveness, standards shape private relationships and the expectations of private parties. Hence, they represent the main yardstick against which professionals’ behaviour is measured. Accordingly, deviation from standards can constitute evidence of negligence. Notwithstanding their non-binding nature, standards are therefore a precious tool in the hands of stakeholders and courts to mitigate the unclarity of the liability regime of AI. And yet, the role of standards in the context of liability for AI-related damage has been overlooked hitherto. Therefore, the present contribution aims to fill this gap.

The reasoning proceeds in four steps. First, Sections 2 and 3 set the scene with a brief overview of the European standardisation framework and a discussion of the legal nature of standards. Second, Section 4 highlights the relationship between standards and private law. Particularly, it casts light on the link between standards, safety, and liability. Third, Section 5 analyses the role of AI standardisation for AI governance in

\(^{27}\) AI Liability Directive, Article 3.

\(^{28}\) AI Liability Directive, Article 3(5). See also Recital 21.

\(^{29}\) AI Liability Directive, Article 4.

\(^{30}\) PLD II, Article 8.

\(^{31}\) PLD II, Article 9. See also Recitals 33 and 34.

\(^{32}\) PLD II, Article 4, No. 1 and Recitals 12 and 13.


\(^{34}\) ibid.
light of the AI Act. Fourth, building on the findings of the previous sections, Section 6 pinpoints the role of AI standards in the context of liability litigation, with a focus on negligence and conformity. Section 7 concludes.

The aim of this paper is twofold. It aims to encourage further research on AI standardisation. Furthermore, it provides motivation for reconsidering the European approach to standardisation. Indeed, the shortcomings of private standards-making in terms of democracy, legitimacy, and transparency are under the spotlight. These concerns are shared by scholars and the Commission. Arguably, they are even more persuasive if standards influence the outcome of private disputes.

2 The European way’ to standardisation in a nutshell

Regulation (EU) No 1025/2012 on standardisation (hereinafter, ‘Standardisation Regulation’) defines standards as written documents adopted by recognised standardisation bodies containing technical specifications on the characteristics of products and services, with which compliance is not mandatory. Depending on the issuing body, the Standardisation Regulation divides them into international, European, and national standards. European standards can be harmonised and non-harmonised standards. Harmonised standards are adopted by European standardisation organisations following a request made by the European Commission. They provide harmonisation insofar as all conflicting national standards ought to be withdrawn after their publication.


37 Standardisation Regulation, Article 2(4).

38 Standardisation Regulation, Article 2(1).

39 Ibid.

40 Ibid.

41 Standardisation Regulation, Article 3(6).
The Standardisation Regulation follows the principles of the New Approach to technical harmonisation and of the New Legislative Framework (‘NLF’) for the marketing of products. The New Approach was launched by the Council in 1985. It consists of a new regulatory strategy in which legislative instruments and European standards interact to foster the free movement of goods. The core idea is that of complementing top-down legislation with bottom-up regulation. Accordingly, legislative harmonisation is limited to the formulation of ‘essential safety requirements’ that a product must satisfy to be put on the market. Instead, the definition of detailed technical specifications is entrusted to standardisation organisations by virtue of specific mandates conferred by the Commission. This is in stark contrast to the previous Old Approach to the marketing of goods which was characterised by detailed texts containing all the necessary technical and administrative requirements. The NLF for the marketing of products, adopted in July 2008, builds on the New Approach and completes the overall legislative framework with provisions on conformity assessment, accreditation, and market surveillance. Recently, the responses to the Commission’s consultation on the standardisation strategy have revealed that there is overwhelming support for the NLF approach.

Although harmonised standards are not binding on individuals, normative and economic incentives push businesses toward compliance with them. Notably, products that are manufactured in conformity to harmonised standards are presumed to fulfil the essential requirements imposed by EU law. The presumption of conformity performs a twofold function. It promotes the quality and the safety of products in the interest of consumers. At the same time, it provides legal certainty and a level playing field that fosters the free movement of goods since national authorities cannot restrict the trade of products that are in conformity with harmonised standards, in application of the principle of mutual recognition.
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44 ibid.
45 ibid.
48 Cf Mark McFadden and others, ‘Harmonising Artificial Intelligence: The Role of Standards in the EU Regulation’ (Oxford Commission on AI & Good Governance 2021), 14 and references therein.
49 ibid.
50 ibid.
Notably, the Standardisation Regulation extended the New Approach to services. Article 1 states clearly that the Standardisation Regulation disciplines the establishment of European standards and of European standardisation deliverables\(^{52}\) ‘for products and for services,’ thus providing a legal basis for standardisation of services.\(^{53}\) Standards for services are substantially different from standards for goods though.\(^{54}\) Whereas standards for goods consist of highly technical specifications on sizes and materials, standards for services concern contractual obligations and social interaction between the provider and the customer.\(^{55}\) Therefore, the intertwinement between technical standards and private law is even tighter for services than for products.\(^{56}\) Indeed, considering that service standards touch upon contractual obligations, non-compliance with them can easily trigger contractual remedies such as contract termination.\(^{57}\)

Focusing on European standards, they are developed by private international non-profit organisations, the European Standardisation Organisations (ESOs), namely the European Committee for Standardization (CEN), the European Committee for Electrotechnical Standardization (CENELEC), and the European Telecommunications Standards Institute (ETSI). Amidst European standards, those that have been formally requested and validated by the Commission are also harmonised standards.\(^{58}\) References to harmonised standards are published in the Official Journal of the European Union (‘OJ’) by the Commission after verifying their compliance with EU law.\(^{59}\) From this moment on, the Member States and national standardisation bodies are obliged to withdraw all conflicting national standards for the sake of harmonisation.\(^{60}\)

In theory, compliance with harmonised standards is voluntary. Whilst compliance with legal essential requirements is presumed in case of conformity to harmonised
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\(^{52}\) ‘European standardisation deliverable’ means any other technical specification than a European standard, adopted by an ESO for repeated or continuous application. Like European standards, European standardisation deliverables are voluntary. Cf Standardisation Regulation, Article 2(2).


\(^{54}\) Cf Standardisation Regulation, Recital 10, stating that the distinction between goods and services is blurred nowadays so ‘it is not always possible to clearly distinguish standards for products from standards for services’.


\(^{57}\) ibid.

\(^{58}\) Proposals for harmonised standards can also be submitted to ESOs by national standardisation organisations.

\(^{59}\) Standardisation Regulation, Article 10.

\(^{60}\) Standardisation Regulation, Article 3(6).
standards, manufacturers and providers are always free to deviate from said standards, as long as they dispose of alternative means to demonstrate compliance with EU law. The facts tell a different story though. Providing alternative evidence of compliance with EU law is so expensive and time-consuming that professionals cannot ‘opt out’ of harmonised standards without incurring significant further costs. In some cases, market access is even contingent on compliance with a certain standard.

While harmonised standards are drafted by private entities, they must adhere to the essential safety requirements laid down by EU law. Furthermore, the ESOs are under tight control and supervision by the Commission, which initiates, manages, and monitors the entire procedure, and finally decides on the publication in the OJ. Hence, the European approach to standardisation embraces the paradigm of ‘proceduralization’ and establishes a dialectical relation between private autonomy and public rules. The State recognizes the potential of private standards-making. At the same time, it frames the exercise of this normative power within procedural rules and requirements that force private rule makers to consider public interest. However, it is worth noting that the supervisory role of the Commission is contested both in terms of efficacy, due to its lack of sector-specific expertise, and in terms of efficiency, due to the increased complexity brought in the standards-making process by tight control mechanisms. Furthermore, scholars have denounced the constitutional
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64 ibid.

65 The expression is borrowed from Wielisch who adopts it in the context of regulatory competition between public and private norms in the regulation of contracts: Dan Wielisch, ‘Global Law’s Toolbox: How Standards Form Contracts’ in Horst Eidenmüller (ed), Regulatory Competition in Contract Law and Dispute Resolution (Bloomsbury 2013), 104.

66 ibid.

67 For a critique and a suggestion of alternative rule-making and certification schemes, see Rob van Gestel and Peter van Lochem, ‘Private Standards as a Replacement for Public Lawmaking?’ in Marta Cantero Gamito and Hans-W Micklitz (eds), The Role of the EU in Transnational Legal Ordering: Standards, Contracts and Codes (Elgar 2020).

68 Cf Pierluigi Cuccuru, ‘Regulating by Request: On the Role and Status of the Standardisation Mandate under the New Approach’ in Mariolina Eliantonio and Caroline Cauffman (eds), The Legitimacy of Standardisation as a Regulatory Technique (Edward Elgar 2020). Cuccuru makes the point that the Commission lacks technical expertise and proximity to industry comparable to those of ESOs. This seriously undermines its ability to substantially contest ESOs’ standards. Moreover, Cuccuru contends that the ESOs have a pervasive influence on the drafting of the very same Commission’s mandates which are meant to set a framework for their activity.
shortcomings of standardisation as well as the limits of judicial oversight, sometimes proposing alternative regulatory models.

As to the legal nature of harmonised standards, the Standardisation Regulation is silent. Indeed, it does not clarify whether harmonised standards are part of EU law or not. Their legal nature has been puzzled by the ruling of the Court of Justice (hereinafter, ‘CJEU’ or ‘the Court’) in the landmark case James Elliott Construction Ltd. and Irish Asphalt Ltd. of 2016. In James Elliott, the CJEU stated that harmonised standards are part of EU law and thus fall within the interpretative jurisdiction of the Court under Article 267 TFEU. Subjection to the Court’s jurisdiction has been affirmed not to jeopardise the uniformity of EU law. Notwithstanding the fact that harmonised standards are not acts of the EU per se, they produce legal effects in the internal market since compliance with them permits the circulation of products and services. Therefore, harmonised standards are ‘necessary implementation measures’ of provisions of EU law on essential requirements. Hence, the need to prevent different national authorities from attributing dissimilar meanings to harmonised standards. Furthermore, the standards-making power of ESOs is substantially and formally
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75 Cf James Elliott, para 34.
limited. Indeed, the content of standards is framed by legal essential requirements. Moreover, from an institutional angle, the adoption of harmonised standards is required and strictly monitored by the Commission. Hence, the exercise of private standards-making power is subject to substantial and procedural constraints. In light of the above, harmonised standards are substantially part of EU law and thus subject to the interpretative jurisdiction of the Court.

However, it must be noted that the Court did not deny that harmonised standards are voluntary private rules. On the contrary, they are private rules by virtue of their issuing institutions, the ESOs, that are private organisations and not institutions, bodies, offices, or agencies of the Union. The fact that ESOs act under the mandate and the supervision of the Commission does not alter their private nature. This is especially true in light of the limited role of public oversight over ESOs, which is largely replaced by private third-party monitoring. Moreover, no sanctions under public law are inflicted on ESOs in case of non-compliance with standardisation requests issued by the Commission. Finally, harmonised standards are voluntary rules since they are not binding. Arguably, harmonised standards should be regarded as part of EU law only for the purposes of Article 267 of the Treaty on the Functioning of the European Union ('TFEU'). In the James Elliott ruling, the CJEU equated harmonised standards to acts of the EU to establish its interpretative jurisdiction under Article 267 on them. Yet, the Court has not clarified whether it is entitled to rule on their validity too. For instance, the Court may rule on the validity of the Commission’s Implementing Decision, that authorises their publication in the OJ, as a means of indirectly controlling the validity of harmonised standards. Indeed, the Court did not push it to state that harmonised standards are acts of the Union. Instead, the CJEU ruled out this possibility due to the
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76 James Elliott, paras 33 and 43.
77 James Elliott, paras 36–37 and 43–47.
78 James Elliott, para 34.
80 Standardisation Regulation, Article 2(1).
82 In the words of AG Campos Sánchez-Bordona: ‘harmonised technical standards [...] should be regarded as ‘acts of the institutions, bodies, offices or agencies of the Union’ for the purposes of Article 267 TFEU’ (James Elliott, cit., Opinion of AG Campos Sánchez-Bordona, para 40). This argument is also made in a report commissioned by the German Federal Ministry for Economic Affairs and Energy (BMWi): Kathrin Dingermann and Matthias Kottmann, ‘Legal Opinion on the European System of Harmonised Standards’ (BMWi 2020) <https://www.bmwi.de/Redaktion/EN/Downloads/L/legal-opinion-on-the-european-system-of-harmonised-standards.pdf?__blob=publicationFile&v=3>.
83 Cf Arnaud van Waeyenberge and David Restrepo Amariles, James Elliot Construction: A “New(ish) Approach” to Judicial Review of Standardisation’ (2017) 42 European Law Review 882, 891 f. The Authors suggest adopting a similar approach to the one used for preliminary rulings on international treaties.
private nature of their issuing institutions. While Advocate General Campos Sánchez-Bordona did say that harmonised standards are acts of the Union in his opinion, he also specified that the equation was ‘for the purposes of Article 267 TFEU.’ Such a statement might open to the possibility of the Court’s scrutiny over the validity of harmonised standards too. Instead, the CJEU adopted a more cautious approach by stressing that the case at hand concerned only its interpretative jurisdiction. Whereas such an issue deserves in-depth analysis, for the purposes of this study it suffices to reaffirm that harmonised standards are voluntary private rules that have legal effects in the EU internal market.

It must be stressed that standards other than harmonised standards are also vital to European standardisation. Only conformity to harmonised standards, ie standards mandated by the Commission and published in the OJ, triggers the presumption of compliance with essential safety requirements. However, all types of European standards have an impact on private law. For instance, European standards acquire legal force between parties if they are explicitly or implicitly incorporated into contracts, regardless of their harmonised or non-harmonised character. Furthermore, they inform general clauses like due diligence. Contracts and case-law thus contribute to the diffusion of European standards. Therefore, harmonisation via European standards can occur top-down by means of an act of the Commission—namely, publication of harmonised standards in the OJ—or bottom-up by virtue of private autonomy or judicial interpretation.

Finally, it is worth noting that EU law can incorporate standards, including non-European standards, and make them mandatory. Accordingly, in the recent Stichting Rookpreventie case, the Court upheld a provision of EU law that obliged manufacturers of tobacco products to comply with international standards on the measurement of tar, nicotine, and carbon monoxide emissions. The Court, therefore, stated that references to international standards are valid insofar as their addressees have access to the official and authentic version of the referred standards.

3 The legal nature of standards


Ivi, para 52.
Professional knowledge and expertise shape a variety of written and unwritten rules of conduct, including standards. In a nutshell, standards are protocols that contain technical specifications and practical recommendations around which significant consensus has been reached in the relevant professional community. They are delivered by private organisations in the form of documents concerning best practices, guidance for deployment, or specifications for interoperability at the physical, network, or application level.\(^{99}\) In addition to these ‘formal’ standards, technical know-how and behavioural rules are also provided by guidelines and codes of conduct laid down by professional associations and companies or embedded into private certification schemes.

Standards are not mandatory. They are issued by private entities and thus they do not represent State-made laws. Rather, they are voluntary private rules from an institutional standpoint. However, there is more than meets the eye. Notably, the distinction between ‘institutional’ technical regulation and private norms is blurred when voluntary standards and good practices are converted into mandatory requirements, either by virtue of law or by reason of market forces.\(^{90}\) Indeed, market preferences might compel traders to conform to standards in order to be competitive.\(^{91}\) Furthermore, law provisions can refer to standards when imposing obligations on individuals and thus make them binding.\(^{92}\) For instance, Article 4(1) of Directive 2014/40/EU\(^ {93}\) prescribes that cigarettes’ emissions must be measured in accordance with the methods arising from given ISO standards. As recently confirmed by the CJEU in the above-mentioned _Stichting Rookpreventie_ case, referred standards are binding on undertakings by virtue of their incorporation into an act of EU law.\(^ {94}\)

In other cases, State law refers to standards and good practices without making them mandatory. For instance, several provisions of EU law establish presumptions of legal conformity for products and services in conformity with harmonised standards. This saves businesses time and resources that they would otherwise spend on conformity assessments. Hence, they tend to comply with standards spontaneously in order to benefit from said presumptions. Moreover, the law can assign standards an evidential

---

\(^{89}\) Mark McFadden and others, ‘Harmonising Artificial Intelligence: The Role of Standards in the EU Regulation’ (Oxford Commission on AI & Good Governance 2021), 10.


\(^{92}\) Cf James Elliott; _Stichting Rookpreventie_, para 44.


\(^{94}\) _Stichting Rookpreventie_, para 52. However, since said standards have not been published in the OJ, they are not binding on the public generally, but only on undertaking that have access to them: see _ivi_, para 51 and CJEU, ‘Judgment of the Court of Justice in Case C-160/20 _Stichting Rookpreventie Jeugd and Others_’ (22 February 2022) Press Release No 29/22 <https://curia.europa.eu/jcms/upload/docs/application/pdf/2022-02/cp220029en.pdf>.
role. For instance, Italian Law No. 24/2017 on the liability of healthcare professionals\textsuperscript{95} states that doctors can invoke their compliance with guidelines and best practices in their defence pleas. Vice versa, if they deviate from said recommendations, they need to demonstrate that their choice was justified by the specific circumstances of the case, according to a ‘comply or explain’ approach.\textsuperscript{96}

Besides, bottom-up processes contribute to attributing normative force to standards and professional norms. Indeed, compliance with these private rules is often imposed by market participants, such as customers demanding certain product specifications.\textsuperscript{97} More importantly, standards and professional norms can be incorporated into contracts and thus be binding on parties. In the exercise of their freedom of contract, parties can in fact agree that performance must fulfil certain requirements laid down by the referred private norms. Absent any explicit reference in the text of the contract, standards and good practices can still play an evidential role in contractual cases.\textsuperscript{98} If the defendant is a professional then the plaintiff can argue that abiding by relevant standards is implicitly part of the obligation assumed with the contract. Moreover, standards and good practices inform general clauses like the duty of care and reasonableness. For instance, the above-mentioned Italian law on healthcare has done nothing but codify established case law on the relevance of professional norms in the assessment of medical liability.\textsuperscript{99} Furthermore, domestic courts even recognise standards and professional norms as customary law.\textsuperscript{100}

In some cases, standardisation is ‘procedimentalised’ by the law and thus represents a hybrid between public and private rule-making. For instance, EU law disciplines

\textsuperscript{95}Legge 8 marzo 2017 n. 24 ‘Disposizioni in materia di sicurezza delle cure e della persona assistita, nonché in materia di responsabilità professionale degli esercenti le professioni sanitarie’ in Gazzetta Ufficiale n. 64/2017. Law No. 24/2017 is usually referred to as ‘Legge Gelli-Bianco.’


\textsuperscript{99}Massimo Franzoni, ‘Colpa e linee guida’ [2016] Danno e responsabilità 801, 805. The Author makes the point that medical guidelines and \textit{leges artis} have always entered the courtrooms through experts’ opinions.

\textsuperscript{100}Fabrizio Cafaggi, ‘New Foundations of Transnational Private Regulation’ (2011) 38 J L & Soc’y 20, 22. Cf Jorge L Contreras, ‘Private Law, Conflict of Laws, and a \textit{Lex Mercatoria} of Standards-Development Organizations’ (2019) 27 ERPL 245, who stresses the lack of uniformity among judicial interpretation of standards by domestic courts. Customary law, particularly international customary law, is considered part of \textit{lex mercatoria} in the literature. \textit{Lex mercatoria} has been the object of lively scholarly discussion. Particularly, it is debated whether \textit{lex mercatoria} constitutes an autonomous legal order or not. Additionally, scholars who answer this question in the positive have different opinions about what counts as \textit{lex mercatoria} and what its sources are. For an introductory overview see Phillip Hellwege, ‘\textit{Lex Mercatoria}’ in Jürgen Basedow, Klaus J Hopt and Reinhard Zimmermann (eds), \textit{Max Planck Encyclopedia of European Private Law} (Oxford University Press 2012) 1086. Cf Ralf Michaels, ‘The True \textit{Lex Mercatoria}: Law Beyond the State’ (2007) 14 Ind J Global Legal Studies 447.
composition, representation, and voting rights of standards makers with a view to ensuring democracy, legitimacy, authority, independence, and reliability. Besides, consultation with stakeholders can be required to guarantee that their interests are taken into account. Standardisation might also be constrained \textit{ex ante} by limits set in formal standards requests and/or subject to \textit{ex post} validation by public authorities. In turn, the institutional facets of standards makers provide further justification for the normative character of standards.\textsuperscript{101} Finally, standards are highly authoritative as standards-making bodies are composed of qualified experts in their field. Hence, they have a strong persuasive force.

In light of the foregoing, it can be argued that standards and good practices have strong normative power. In spite of being soft law,\textsuperscript{102} they are akin to State-made law from a functional perspective.\textsuperscript{103} Albeit standards and good practices are umbrella terms for a heterogeneous group of sources, it can be safely affirmed that altogether they shape national and cross-border relationships between private parties. Notably, they influence significantly the behaviour of private parties.\textsuperscript{104} As a consequence, they are deeply intertwined with private law.\textsuperscript{105} In light of the above, standards and professional norms constitute a transnational\textsuperscript{106} legal order according to Halliday’s and Shaffer’s definition, which is a collection of formalized legal norms and associated organisations and actors, including any social formation and network, that authoritatively order the understanding and practice of law across national jurisdictions.\textsuperscript{107}

\begin{footnotesize}
\begin{enumerate}
\item[\textsuperscript{101}] Olia Kanevskaia, ‘ICT Standards Bodies and International Trade: What Role for the WTO?’ (2022) 56 JWT 429, 432.
\item[\textsuperscript{102}] In its broadest scope, soft law encompasses ‘all regulatory instruments and mechanisms of governance that, while implicating some kind of normative commitment, do not rely on binding rules or on a regime of formal sanctions’ (Anna Di Robilant, ‘Genealogies of Soft Law’ (2006) 54 Am J Comp L 299, 299).
\item[\textsuperscript{103}] See Marta Cantero Gamito, ‘The Role of the EU in the Transnational Governance of Standards, Contracts and Codes’ in Hans-W Micklitz and Marta Cantero Gamito (eds), The Role of the EU in Transnational Legal Ordering (Edward Elgar Publishing 2020); Rob van Gestel and Peter van Lochem, ‘Private Standards as a Replacement for Public Lawmaking?’ in id.
\item[\textsuperscript{104}] Dan Wielsch, ‘Global Law’s Toolbox: How Standards Form Contracts’ in Horst Eidenmüller (ed), Regulatory Competition in Contract Law and Dispute Resolution (Beck/Hart/Nomos 2013), 76.
\item[\textsuperscript{107}] Terence C Halliday and Gregory Shaffer, ‘Transnational Legal Orders’ in id, Transnational Legal Orders (CUP 2015).
\end{enumerate}
\end{footnotesize}
As repeatedly pointed out by scholars, modern legal systems are composed of plural normative systems. Particularly, public institutions and norms co-exist with private and mixed ones. Therefore, next to State-made law there are sector-specific normative orders 'crafted' by private entities and tailored to identified businesses and industries. Key actors of these private orders are non-governmental organisations, multinational corporations, consulting firms, law firms, and financial institutions. The expertise of these private regulators stands as a guarantee of the quality of rule-making. The downside is that standardisation is largely dominated by industry and thus might not take sufficiently into account societal needs. This is of utmost relevance to our analysis. Indeed, private regulation is likely to affect the governance of AI with particular intensity. Similar to other regulated technologies, its governance requires a high level of technical expertise. However, what makes the governance of AI unique is perhaps the ubiquity of the technology in the public and private spheres and its impact


on fundamental rights. In the era of the ‘race to AI’ it is essential that all interests at stake are duly considered by both public and private rule-makers alike. However, it is not sure that standards makers are in the best position to make certain ethical and legal decisions. Rather, the regulation of AI requires cooperation between scientists, developers, policymakers, and ethicists. On the other hand, in the AI sector reactivity to fast scientific advancements and to changes in market needs is fundamental not to stifle competition. From this pragmatic angle, standardisation is superior to law-making due to its flexibility and due to the sector-specific expertise of standards makers. Hence, there might be a trade-off between constitutionalisation and efficiency of rule-making.

4 The role of standards in private law

Building on the findings in the previous section, it is hereby demonstrated that extracontractual and contractual liability are deeply intertwined with standardisation, for the expertise encoded in standards is used as a yardstick against which a professional’s behaviour is evaluated.

Notably, tort law is highly fragmented in Europe. Absent a comprehensive body of EU tort law, only specific hypotheses of liability are harmonised, such as liability for defective products. Nonetheless, fundamental tenets of extracontractual liability are shared by national tort laws. There are three main bases of liability, namely fault, strict,
and vicarious liability. Particularly, in addition to causation fault-based liability requires the assessment of fault on behalf of the alleged tortfeasor. In a nutshell, fault is generally understood as the (intentional or negligent) objective deviation from the required standard of conduct, which is that of a ‘reasonable person’. Hence, the question is what conduct the law requires to meet this standard.

Like tort law, the general law of contract is not harmonised in Europe, even though there is a comprehensive body of EU primary and secondary law in the context of different areas (the so-called acquis communautaire). Nonetheless, comparative studies have revealed the existence of a set of shared rules and principles in national provisions of general contract law as well. Remedies against non-performance in national contract law usually do not depend on fault. However, parties’ conduct is taken into account in apportioning liability when a breach of contract occurs. First, performance needs to be satisfactory. Several provisions of domestic law oblige parties to execute contracts in good faith and with due diligence. Moreover, non-performance is generally excused in the event of impediments that were not reasonably foreseeable or avoidable. Finally, in the case of gross negligence, contractual liability is extended to unforeseeable damage. The questions are what conduct constitutes satisfactory performance, and which circumstances are considered as being beyond any reasonable control and therefore excuse non-performance and exclude liability for damages.

Markedly, general clauses like the reasonable person standard and due diligence are abstract legal concepts that can be imbued with different content. In concrete cases,

---

120 European Group on Tort Law, Principles of European Tort Law: Text and Commentary (Springer 2005), Articles 4:101 to 6:102, 64–119. Fault is the criterion of imputation for damage caused by personal misconduct. Strict liability might include no-fault liability for risks involving animals or objects as well as cases involving dangerous human activity. Finally, vicarious liability means liability for others. Namely, the person in charge of a minor or of an incapacitated person is responsible for the damage they cause. Moreover, the principal is responsible for the tortious acts of his or her agents and employees. Under some doctrines, vicarious liability may be qualified as strict liability.


123 See European Group on Tort Law, Principles of European Tort Law: Text and Commentary (Springer 2005), 64–100.

124 For a complete overview see ex multis Reiner Schulze and Fryderyk Zoll, European Contract Law (3rd edn, Bloomsbury Publishing 2021).

125 As a result of these comparative studies, two main soft law instruments have been built on this common core of general contract law, namely the Principles of European Contract Law (PECL) and the UNIDROIT’s Principles of International Commercial Contracts (PICC).

126 Article 8:108(1) PECL and Article 7.1.7 PICC.

127 Article 9:503 PECL.

these standards of conduct are adjusted to account for individual characteristics.\footnote{For instance, this principle is enshrined in the American Restatement (Third) of Torts: Liability for Physical and Emotional Harm (American Law Institute 2010), § 12. From an American perspective, see Omri Ben-Shahar and Ariel Porat, ‘Personalizing Negligence Law’ (2016) 91 NYUL Rev 627, 641-644.} Indeed, skills or knowledge that exceed those possessed by most others influence what can be reasonably expected of an individual. The benchmark that must be met thus corresponds to that of a reasonable person of comparable education and expertise. It is precisely in this respect that standards come into play. As they supposedly encode best practices, parties and courts invoke them to substantiate general clauses in deciding on professionals’ liability and performance. Hence, the interplay between standards, safety, and liability deserves further investigation.

4.1 Standards, safety, and liability: connecting the dots

devices, pharmaceuticals. Where present, specific safety provisions take precedence over the GPSD.

Pursuant to the NLF, statutory requirements under EU law are complemented by standards. In the absence of specific EU law provisions, national product safety law applies. Products are presumed safe when they conform to European harmonised standards that have been transposed by national standards. In the lack of such standards, product safety is assessed by taking into account other standards, Commission guidelines, codes of good practices, state-of-the-art, and reasonable consumer’s expectations. In addition to these general safety requirements, several products must also undergo conformity assessment to obtain the CE mark. In this regard, compliance with technical standards makes these assessments significantly smoother. However, manufacturers can always choose not to comply with said standards and demonstrate that essential safety requirements are satisfied by alternative means.

Once the product is deemed safe and placed on the market, the producer can still be liable for damages caused to consumers by their product under the PLD. Indeed, a product that is deemed safe may still be defective and cause damage. This is because product safety rules and product liability rules operate at essentially different levels. For instance, even though a product is certified as safe, one specific item can still be defective, or defects can emerge with the use of the product, after its placement on the market. Therefore, legislation on product safety and on product liability are complementary.

Pursuant to the PLD, the producer is strictly liable for physical harm caused to persons or property by a defect in their product. Instead, immaterial harm and pure economic

---


138 GPSD, Article 1(2).

139 GPSD, Article 3(2), first subparagraph.

140 GPSD, Article 3(2), second subparagraph.

141 GPSD, Article 3(2), second subparagraph.

142 GPSD, Article 5. Similar presumptions of conformity are provided by specific safety legislation, such as Article 7(2) Machinery Directive, Article 12 Drones Regulation, Article 8 Medical Devices Regulation.

143 GPSD, Article 17.


145 ibid.

146 PLD, Article 9.
loss fall outside the scope of the PLD and can therefore be compensated only under national law remedies. A product is defective if it does not provide the safety that a person is entitled to expect having regard to the use to which the product could reasonably be put. As for safety, the presentation of the product must also be taken into account when assessing whether the product is defective.

Hence, compliance of products with harmonised standards is verified ex ante when releasing the CE mark, unless the manufacturer chooses to demonstrate that the product is safe by other means. Nonetheless, standards can play a role ex post too, namely in liability litigation. Other standards that were not relevant for the purposes of the CE marking can be considered to assess whether the product is defective. Moreover, for goods and damage that fall outside the scope of application of the PLD, aggrieved parties can seek restoration under national tort law. Hence, plaintiffs might have to prove fault on behalf of the producers, or that they failed to take reasonable precautions. In this regard, deviation from standards and best practices might serve as evidence of negligence.

The PLD does not apply to services nor to stand-alone software. However, this might soon change in light of the proposed PLD II. Furthermore, pursuant to the Directives on Sale of Goods (‘SGD’) and on Digital Content and Digital Services (‘DCSD’), sellers of digital goods and traders of digital content and services, including stand-alone software, are contractually liable to consumers for lack of conformity with the contract or with the legal requirements set out in the directives.
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147 However, the proposed PLD II extends compensation to the case of loss or corruption of data, including cost of recovering or restoring data (Article 4, No 6, letter c, read in conjunction with Recital 16).
148 ibid.
150 PLD II, Article 4, No 1 and 4.
153 SGD, Article 10 and DCSD, Article 11.
of a lack of conformity, consumers are entitled to have their goods or services brought into conformity by means of repair or replacement, to receive a proportionate reduction in the price, or to terminate the contract. Moreover, sellers and traders of digital products and services, including stand-alone software, are contractually liable to consumers. Whilst the SGD and the DCSD apply to sellers and traders, not to producers,156 the former ones are entitled to seek redress from other persons involved in the chain of transactions if they are responsible, including producers.157 Hence, producers are indirectly liable for the lack of conformity of digital products.

In this regard, standards and professional norms might be relevant in assessing whether the content or service is affected by a lack of conformity. As shown in Section 3, they can make their way before courts by reference in legal provisions, or as explicit or implicit contractual clauses, criteria for the interpretation of general clauses, or customary law. The same is true for national contract law remedies against non-performance and contractual damage.

Pursuant to the Standardisation Regulation, European standardisation concerns products as well as services alike.158 Already in 2006, the Services Directive encouraged the development of European standards regarding interoperability between services, information, and quality of service.159 Unlike products, there is no CE marking for services. However, service providers undertake third-party certification or assessment of their activities.160

Arguably, the implications of standards for private law are particularly penetrating in the field of services.161 As remarked by Busch and Reinhold,162 standards for services are different from standards for products in that they are not so much of a technical nature, but rather of a legal nature. Service standards resemble general terms and conditions as they set out requirements for the pre-contractual phase like information duties and, most importantly, they define the duties of the service provider and the

156 Unless the producer offers to the consumer a commercial guarantee of durability for certain goods for a certain period of time. In this case, pursuant to Article 17 SGD, the producer is liable directly to the consumer, during the entire period of the commercial guarantee of durability for repair or replacement of the goods in accordance with Article 14.
157 SGD, Article 18 and DCSD, Article 20.
158 See supra at Section 2.
160 ibid, Article 26(1).
161 Marta Cantero Gamito, 'Europeanization through Standardization: ICT and Telecommunications' (2018) 37 YEL 395, 421 -422. Hans-W Micklitz, 'Services Standards: Defining the Core Consumer Elements and their Minimum Requirements' (ANEC 2007) <http://www.anec.eu/attachments/ANEC-R8T-2006-SERV-004final.pdf>, 21: ‘At the very least […] standardisation of services affects the rights and duties of the contracting partners, that is standards may give shape to legal rights in European and national contract law, for example, they may give shape to an already existing legal right to information.’
applicable standards of care.\textsuperscript{163} Compliance with service standards is thus ensured via contractual obligations and remedies, such as termination of the contract.\textsuperscript{164} Here, standards and professional norms are as relevant as for the evaluation of a lack of conformity.

Finally, for situations not covered by EU law, national law applies. For instance, this is the case with extracontractual liability other than product liability. In this regard, standards and professional norms are pivotal to establishing whether professionals fulfilled their duties of care or vice versa were negligent. Notoriously, in highly technical cases courts rely on experts’ opinions. The findings of experts are based on standards, professional norms, and best practices. Hence, the role of private rules in extracontractual liability litigation.

Of course, non-professionals, ie consumers, can cause damage to other persons too. However, laymen are held to a lower standard of conduct than professionals since what can be reasonably expected from a person carrying out an activity depends on his or her expertise.\textsuperscript{165} Hence, standards and professional norms are not really relevant in such cases. The importance of distinguishing between professional and non-professional users of AI systems is recognised by the Commission in its proposal for an AI Liability Directive. In fact, Article 4(6) takes a stand against a generalised application of the proposed presumption of causation in national tort cases. As clarified by Recital 29, it is not appropriate to aggrieve the position of defendants who are not professional users of AI systems, unless they interfered with its operation or failed to take the required precautions. Hence, the Commission acknowledges that non-professional users of AI systems are not required to abide by the same standard of care as professionals.

In conclusion, standards can substantiate technical requirements, contractual obligations, and general clauses. In particular, requirements or obligations may be drafted so vaguely that they are a mere ‘empty shell’ to fill with content.\textsuperscript{166} General clauses instead are vague by definition. Hence, the key role of standards in shaping their concrete meaning. Particularly, standards inform general clauses such as the reasonable person standard in tort law, or due diligence in contract performance. Hence, in spite of the voluntary nature of standards, they have strong normative power.\textsuperscript{167} Besides, standards may be invoked by courts when interpreting statutory

\textsuperscript{163} See Standardisation Regulation, Article 2(4)(c).
\textsuperscript{164} Marta Cantero Gamito, ‘Europeanization through Standardization: ICT and Telecommunications’ (2018) 37 YEL 395, 421-422.
\textsuperscript{165} European Group on Tort Law, Principles of European Tort Law: Text and Commentary (Springer 2005), Article 4:102.
\textsuperscript{166} Pierluigi Cuccuru, ‘Regulating by Request: On the Role and Status of the Standardisation Mandate under the New Approach’ in Mariolina Eliantonio and Caroline Cauffman (eds), The Legitimacy of Standardisation as a Regulatory Technique. A Cross-disciplinary and Multi-level Analysis (Edward Elgar 2020) 57.
\textsuperscript{167} See supra at Section 3.
norms, even if perhaps more rarely.\footnote{168} Therefore, regardless of their voluntary nature, standards establish a benchmark for evaluating conduct, conformity, and performance.\footnote{169} Finally, they can be explicitly referred to by contracts and statutory norms and thus be mandatory. This is true with regard to both situations governed by EU law and situations covered by national law, as well as to both commercial and consumer contracts.

The importance of standards in liability claims should not come as a surprise. Ultimately, this issue points to the increasingly decisive role of scientific and technical knowledge in courtrooms.\footnote{170} Although this phenomenon is to some extent unavoidable in modern industrial society, it comes with significant challenges in terms of democracy and legitimacy due to the constitutional shortcomings of standardisation.\footnote{171}

### 5 AI standardisation in the AI Act framework and beyond

The landscape of AI governance is a complex patchwork of State-made law and other norms coined by institutional and non-institutional private actors. In essence, an AI system is an information technology (‘IT’) system for which a multitude of standards from various industries and fields of application already exist\footnote{172} and more are to come. The analysis of AI standardisation is particularly compelling in the aftermath of the AI Act which ascribes a pivotal role to standards.

Following the NLF approach,\footnote{173} legal requirements enshrined in the AI Act are intended to be specified by standards and common specifications.\footnote{174} Specifically, the AI Act lays down legal requirements for the design, development, and deployment of high-
risk AI systems. Such requirements deal with data and data governance, documentation and record keeping, transparency and provision of information to users, human oversight, robustness, accuracy and security. In the words of the Commission, common mandatory requirements are intended to be ‘further operationalised through harmonised technical standards […] [which] will assist providers and users in complying with the requirements laid down by the proposal and minimise their costs.’ Therefore, AI standardisation aims to foster legal certainty and lower compliance costs for providers of high-risk AI systems.

For this, a key instrument is the presumption of compliance established by Article 40. Accordingly, high-risk AI systems which conform to harmonised standards shall be presumed to be compliant with legal requirements. Similarly, a presumption of compliance is set out in Article 41 for high-risk AI systems in conformity to common specifications put forward by the Commission. Moreover, providers must justify the adoption of different measures other than the Commission’s specifications, which must be equivalent to said specifications (Article 41(4)).

Common specifications are adopted by the Commission in case harmonised standards are absent or deemed insufficient (Article 41 and Recital 61). Hence, common specifications represent ‘a safety net or backstop.’ When preparing common specifications, the Commission is required to consult relevant bodies or expert groups. Moreover, common specifications ought to be approved by a committee composed of representatives of the member States (Article 74). Whilst common specifications surely represent a flexible governance instrument, it has been observed that they might give too much discretion to the Commission, in spite of its less expertise if compared to ESOs, who adopt harmonised standards.

Whilst compliance with harmonised standards and common specifications is not mandatory, it is reasonably foreseeable that most providers will follow them. Indeed, it would be very costly to demonstrate compliance with all requirements enshrined in the AI Act without benefitting from the presumption of conformity. Moreover,
harmonised standards and common specifications will guide the interpretation of said requirements. Finally, in spite of the fact that standards are voluntary rules, several provisions of the AI Act explicitly require providers to take into account the state of the art as formalised in standards.\textsuperscript{182} For all these reasons, the normative framework for high-risk AI systems will be consistently shaped by AI standards.\textsuperscript{183}

In the AI Act framework, the main actors of AI standardisation are the three ESOs, that are in charge of enacting harmonised standards. The CEN and the CENELEC established a Focus Group on AI already in 2019 and then the Joint Technical Committee 21 ‘Artificial Intelligence’ (‘JTC 21’) in 2021.\textsuperscript{184} JTC 21 is currently drafting standards on conformity assessment and natural language processing technologies.\textsuperscript{185} Besides developing its own standards, JTC 21 aims to provide guidance to other technical committees involved in AI standardisation with a view to promoting consistency in values and terminology between different standards that bear relevance to AI,\textsuperscript{186} such as those on smart manufacturing,\textsuperscript{187} electrical equipment in medical practice,\textsuperscript{188} cybersecurity and data protection,\textsuperscript{189} ICT professionalism and digital competences,\textsuperscript{190} railway applications,\textsuperscript{191} intelligent transport systems,\textsuperscript{192} road vehicles.\textsuperscript{193}

Furthermore, information communication technology (‘ICT’) standards are also crucial for AI technology since they govern technical interoperability. Indeed, interconnectivity and interoperability are key features of many AI ecosystems and particularly AI-driven Internet of Things (‘IoT’) systems.\textsuperscript{194} ICT standards stem from the third ESO, the ETSI. ETSI’s technical bodies are already addressing numerous aspects of using AI in ICT systems. These include 5G systems, network planning and optimization,
service provisioning and assurance, operator experience, security, IoT, data management, and testing. However, it is worth noting that ETSI is considered less inclusive of small and medium-sized enterprises (SMEs) and of other non-industrial stakeholders than CEN and CENELEC. Different from the other two ESOs, ETSI does not allow non-industrial organisations to submit formal opinions on draft standards (the so-called ‘right of opinion’). Moreover, the ETSI differs in its membership structure and participation rules from the other two ESOs. Unlike them, the ETSI is an association of industry and national governments who work closely, ‘sitting at the same table’, and who adopt standards collaboratively by means of a consensus-based decision-making process based on direct member participation, not national representation. Additionally, the voting rights of industrial stakeholders are higher than the combined voting rights of any other category of stakeholders or Authority. These democratic concerns should not be underestimated because ICT standards have potentially trade-restrictive effects. Hence, it is of utmost importance that adequate consideration is devoted to the interests of SMEs and other non-industrial stakeholders. The Commission seems willing to take steps in this direction as it recently submitted a regulatory proposal that strips industrial stakeholders of their right to vote on paramount decisions in ESOs, such as the acceptance and refusal of standardisation requests or the adoption and revision of European standards.

---


196 Cf Standardisation Regulation, Article 5 which requires the ESOs to encourage and facilitate an appropriate representation and effective participation of all relevant stakeholders, including SMEs, consumer organisations, and environmental and societal stakeholders in their standardisation activities. The identified stakeholder organisations currently receiving EU financing (also known as the ‘Annex III organisations’) are Small Business Standards (SBS), the European consumer voice in standardisation (ANEC), the Environmental Coalition on Standards European Environmental Citizens Organisation for Standardisation (ECOS) and the European Trade Union Confederation (ETUC), respectively representing SMEs, consumers, environmental and workers’ interests. Cf Commission, ‘Standardisation package – Report from the Commission to the European Parliament and the Council on the implementation of the Regulation (EU) No 1025/2012 from 2016 to 2020’ COM (2022) 30 final, 2.


199 Commission, Standardisation Package, 3.


201 See Fabrizio Cafaggi, ‘New Foundations of Transnational Private Regulation’ (2011) 38 J L & Soc’y 50: ‘It is difficult, if not impossible, for small suppliers to afford the costs of private regulation rendering it impossible to gain or maintain market access.’

Whereas the proposed AI Act pointed at ESOs and at the Commission as the main regulators of AI, harmonised standards and common specifications will overlap with other standards\(^{203}\) and professional norms. In the framework of AI governance, private rules stem from a variety of institutional and non-institutional actors. They include the design of technology architecture by private standards bodies\(^{204}\) and by the many professionals along the AI pipeline.

Moreover, the approval of the AI Act, its entry into force, and the adoption and validation of harmonised standards will require some time. Accordingly, the Commission itself foresees that harmonised standards for AI will not be available before three to four years.\(^{205}\) It is even doubtful whether the envisioned time would be sufficient since AI standardisation entails additional practical difficulties if compared to other sectors,\(^{206}\) such as the risk of rapid obsolescence, the manifold interests involved, the diversity among the possible field of applications of AI technology.\(^{207}\) Hence, European standardisation of AI will likely move at a much slower pace than the development of the technology itself.\(^{208}\) In the meantime, existing and upcoming standards other than harmonised standards and common specifications gain ground.

At an international level, the main actor of AI standardisation is ISO/IEC JTC 1/SC 42, which is the joint committee on AI established by the International Organisation for Standardisation (ISO) and the International Electrotechnical Commission (IEC). The JTC 1/SC 42 has already published fifteen standards to date,\(^{209}\) including standards on machine learning,\(^{210}\) big data,\(^{211}\) bias,\(^{212}\) trustworthiness,\(^{213}\) and robustness.\(^{214}\) Furthermore, it is currently working on fundamental topics such as the controllability

\(^{203}\) For a mapping of the AI standards onto the requirements introduced by the AI Act see Stefano Nativi and Sarah De Nigris, ‘AI Watch, AI Standardisation Landscape State of Play and Link to the EC Proposal for an AI Regulatory Framework’ (European Commission – Joint Research Centre 2021).


\(^{208}\) Mark McFadden and others, ‘Harmonising Artificial Intelligence: The Role of Standards in the EU Regulation’ (Oxford Commission on AI & Good Governance 2021), 18.

\(^{209}\) As of 4 November 2022.


of automated AI systems, testing, data quality, and performance assessment.\textsuperscript{215} Remarkably, it is developing a quality model for AI systems, the ‘Systems and software Quality Requirements and Evaluation (SQuaRE)’.\textsuperscript{216} Moreover, essential standards are being developed by other ISO/IEC joint committees as well as by ISO and IEC separately.\textsuperscript{217}

Besides, other consortia like professional associations also work on AI and ICT standardisation, such as the Institute of Electrical and Electronics Engineers (IEEE),\textsuperscript{218} which launched its Global Initiative on Ethics of Autonomous and Intelligent Systems, the Internet Engineering Task Force (IETF), the International Telecommunication Union (ITU), the Open Geospatial Consortium (OGC), the World Wide Web Consortium (W3C), the Connectivity Standards Alliance (CSA), the Object Management Group (OGM), OASIS Open. It has been critically observed that some of them may lack impartiality as their experts tend to be affiliated with industries rather than independent researchers.\textsuperscript{219} This notwithstanding, standards developed by these informal groups can become more widespread than those created within an internationally recognised standards body due to market preferences.\textsuperscript{220}

At a national level, AI standards are developed by standards organisations. However, once harmonised standards are approved, all conflicting national standards will have to be withdrawn.\textsuperscript{221} Notably, the German Institute for Standardization (DIN), together with DKE (German Commission for Electrical, Electronic & Information Technologies of DIN and VDE), put forward a Roadmap on AI Standardisation including recommendations

\textsuperscript{217} For a detailed account of ISO’s and IEC’s activity see Martin Ebers, ‘Standardizing AI: The Case of the European Commission’s Proposal for an Artificial Intelligence Act’ in Larry DiMatteo, Michel Cannarsa and Cristina Poncibò (eds), The Cambridge Handbook of Artificial Intelligence: Global Perspectives on Law and Ethics (CUP 2022), 328–329.
\textsuperscript{221} Standardisation Regulation, Article 3(6).
pertaining to three fields of application of AI, namely industrial automation, mobility/logistics, and medicine.\footnote{DIN and DKE, ‘German Standardization Roadmap on AI’ <https://www.din.de/resource/blob/772610/e96c34dd6b129000ea75b460538805349/normungsrroadmap-en-data.pdf>.}


6 The role of standards in liability litigation

Building on the previous sections, the role of standards and professional norms on AI for private law is now investigated. Specifically, the question is whether and how these private rules can help mitigate the uncertainty which characterises the assessment of liability for AI-related damage.

6.1 Challenges for liability from AI

AI technologies are pervasive. Therefore, damage caused by, or related to, the functioning of AI systems is likely to become very frequent. Nonetheless, the application of existing remedies of tort law and of contract law to such scenarios is not straightforward. Briefly, the judicial assessment of the elements of negligence and causation in tort law claims is challenged by distinctive features of many AI systems.\(^\text{231}\) First, there is a certain lack of predictability as far as the reaction of the software to unseen instances is concerned.\(^\text{232}\) Whereas it is common to other automated or dangerous activities, this issue is exacerbated by machine learning approaches\(^\text{233}\) since they enable software to autonomously determine the class labels and decision trees for unseen inputs.\(^\text{234}\) However, AI is not infallible. The erroneous output might be due to human decisions or errors at the developing stage, including modelling, pre-processing, training, validating, and testing. However, it might also depend on the way downstream deployers use the system and adapt it.\(^\text{235}\) Finally, it is possible that a particular outcome was reasonably unforeseeable and unavoidable. In this latter case, then, humans are not at fault.\(^\text{236}\)

Even in the case of a human error, it is challenging to identify the responsible person(s) for manifold reasons. First, not every AI-driven decision-making process is easily explainable, as some models are inherently obscure on how the data is processed and internal decisions are taken by the system (the so-called 'black box effect').\(^\text{237}\)


\(^{232}\) Christiane Wendehorst, ‘Strict Liability for AI and Other Emerging Technologies’ (2020) 11 JETL 150, 151-152.


\(^{234}\) Christiane Wendehorst, ‘Strict Liability for AI and Other Emerging Technologies’ (2020) 11 JETL 150, 151-152.


Second, the AI pipeline can be particularly complex as it involves various professionals, such as computer scientists, engineers, software developers, policymakers, legal experts, business representatives (the so-called ‘many hands problem’). Additionally, individuals outside of established professions and even high-tech amateurs might be involved in the development of AI-based technologies.\textsuperscript{238} These characteristics of AI complicate further the judicial assessment of the elements of fault and causation.\textsuperscript{239} Similarly, the assessment of product defects under the PLD is also hurdled.\textsuperscript{240}

On top of that, most AI systems are open, i.e., subject to frequent or continuous change after they are placed on the market. Moreover, they are data-driven which means that software needs to be fed with data. Updates and inputs can be tossed by third parties like hackers though. Hence, AI systems are exposed to cybersecurity risks. Furthermore, said individuals might find ways to access stored data, particularly personal data. Moreover, sensors that captures data might malfunction, thus compromising the input and ultimately the functioning of the entire AI system.

In sum, AI systems are complex and vulnerable. Besides, even a minor flaw might have repercussions on a wide scale since many AI systems combine several interconnected AI units.\textsuperscript{241} Hence, if a single unit is flawed, the entire hive will be so as well. In light of the foregoing, the application of traditional principles of tort law is not clear-cut. Moreover, the efficacy of legal remedies might be thwarted by evidentiary burdens.

Against this backdrop, the Commission was urged to intervene by the Parliament.\textsuperscript{242} Eventually, the Commission put forward two proposals, respectively one for a revision of the PLD and the other one for an AI Liability Directive. Interestingly, in its proposed AI Liability Directive, the Commission departed significantly from the Parliament’s suggestions. Indeed, the Commission addressed the problem of AI-related damage mainly by introducing duties of disclosure about AI systems and rebuttable presumptions of fault, causation, and defectiveness. Instead, the Parliament proposed a risk-based liability regime for operators of AI systems, including users and other frontend controllers as well as backend operators.\textsuperscript{243} This means that the liability

\textsuperscript{238} Urs Gasser and Carolyn Schmitt, ‘The Role of Professional Norms in the Governance of Artificial Intelligence’ in Markus D Dubber, Frank Pasquale and Sunit Das (eds), The Oxford Handbook of Ethics of AI (OUP 2020), 144 f.
\textsuperscript{239} Moreover, the element of damage is also challenged as some type of loss related to AI, such as purely economic loss or data loss, might not meet the definition of damage under national tort law regimes. Notwithstanding the importance of this issue, it is not relevant to the present contribution.
\textsuperscript{240} See fn 19.
\textsuperscript{243} Resolution, Annex, Article 3, lit. e and f.
regime depended on the gravity of the risk posed by the specific AI system. Accordingly, operators of high-risk AI systems were strictly liable for damage, ie regardless of any culpable behaviour on their behalf.\footnote{Resolution, Annex, Articles 4-7.} Differently, operators of AI systems that posed an ‘average’ level of risk were subject to a fault liability regime, coupled with a presumption of fault.\footnote{Resolution, Annex, Articles 8-9.}

Even though the Commission’s proposals address some of the major problems related to the assessment of extracontractual liability for AI, the role of national courts remains crucial. In fact, judges are required to establish whether the specific circumstances of the case justify the issuance of an order of disclosure or the application of a presumption. Hence, they need to evaluate the difficulties faced by claimants in proving the elements of the cause of action in relation to the technical and scientific complexity of the issue on a case-by-case basis. More importantly, the proposals do not tackle the problem addressed in the present contribution. As they do not provide any guidance for defining the standard of care of the actors involved in the AI pipeline, this task is still entirely in the hands of domestic courts.

In addition to extracontractual liability, contractual liability is a thorny issue too. Where contract performance is partially or entirely automated with AI systems, the result does not only depend on the conduct of the parties but is also determined by the performance of the AI system. Therefore, courts must determine whether and under what conditions parties who use AI systems to perform their obligations are liable toward their contractual partners.\footnote{André Janssen, ‘AI and Contract Performance’ in Larry A DiMatteo, Cristina Poncibò and Michel Cannarsa (eds), The Cambridge Handbook of Artificial Intelligence (CUP 2022); Tycho J de Graaf and Iris S Wuisman, ‘Contractual Liability for the Use of AI under Dutch Law and EU Legislative Proposals’ in Bart Custers and Eduard Fosch-Villaronga (eds), Law and Artificial Intelligence: Regulating AI and Applying AI in Legal Practice (Springer 2022).}

6.2 The ‘reasonable AI’ and the ‘reasonable AI operator’

Against this backdrop, standards and professional norms might help deal with uncertainty. The role of standards in the context of liability for AI-related damage has been largely overlooked hitherto though. Nevertheless, building on previous work by van Leeuwen,\footnote{Barend van Leeuwen, European Standardisation of Services and Its Impact on Private Law: Paradoxes of Convergence (Hart Publishing 2017), 20–21.} Veale and Borgesius posit that AI standards might be considered in national tort cases.\footnote{Michael Veale and Frederik Zuiderveen Borgesius, ‘Demystifying the Draft EU Artificial Intelligence Act: Analysing the Good, the Bad, and the Unclear Elements of the Proposed Approach’ (2021) 22 Computer L Rev Int’l 97, 111.}

In Sections 3 and 4 I made the point that these private norms enter the courtrooms via various mechanisms. Transferring this line of reasoning to the AI context, standards
might inform the duty of care of professionals in the AI field and of operators of AI systems for liability purposes. Standards and professional norms will have an evidential role in product liability cases, fault liability cases, and contractual cases. Furthermore, they will likely guide judicial interpretation of negligence and conformity.

At the developing stage, harmonised standards and other professional norms will\textit{de facto} set the rules of the game in spite of their non-binding nature. For instance, best practices are already emerging in the field of automated driving. The responsibility of AI providers is likely to extend beyond the mere supply of products and services. It has been observed that some professional norms tentatively address the problem of the potential behaviour of autonomous systems and recommend a ‘frequent reassessment’ of the technology when the risk is uncertain.

Suggestively, Barfield theorises the emergence of a ‘reasonably prudent algorithm’ standard of care in relation to liability for damage caused by robots. Accordingly, he encourages courts to focus on the machine learning software and algorithms controlling a robot in determining liability, ‘especially if no human was aware of the robot’s activities or was knowledgeable of the workings of the algorithms controlling the robot’s behaviour.’ For this, Barfield proposes to use performance measures to evaluate the algorithm in court. Performance measures are measurements usually conducted by developers of AI systems to test a trained model. The choice between


251 For international harmonisation efforts on automated driving regulations see United Nations Economic Commission for Europe, ‘Framework Document on Automated/Autonomous Vehicles (Updated)’ <https://unece.org/sites/default/files/2022-02/FDAV_Brochure%20-%20Update%20Clean%20Version.pdf>, accessed 16 July 2022. For an overview of relevant standards see Martin Ebers, \textit{Civil Liability for Autonomous Vehicles in Germany} (2022) <https://ssrn.com/abstract=4027594>, 18. For a thorough assessment of the safety components of autonomous vehicles see Hannah YeeFen Lim, \textit{Autonomous Vehicles and the Law. Technology, Algorithms and Ethics} (Edward Elgar 2018), 20-81. More specifically, the Author identifies as vital components on-board multiple redundant overlapping detection systems, namely, global positioning systems, high-definition maps, lidars, radars, cameras, and infrared systems. There must of course be sufficient numbers of these devices and they must be appropriately positioned on the autonomous vehicle. Finally, the Author recommends installing appropriate warning alerts and effective hands-on-steering-wheel mechanisms to ensure drivers are in fact in control of the vehicle.


254 Ivi at 194.
different kinds of performance measures depends on the specific class of tasks the robot is assigned. In fact, some measures score the average of correct predictions (accuracy), whereas others score the average of true positives (precision) or their ratio (recall). In fact, depending on the specific application, false positives might be less dangerous than false negatives and vice versa. Hence, with the help of experts, courts will have to shift through such measures.

Piercing the veil of the ‘reasonable algorithm’ formula, low scores on relevant performance measures can provide evidence of negligence in designing and developing the AI. It might also constitute evidence of defects in product liability, or of lack of conformity under contract law. After all, many errors by the machine are the perpetuation of human errors.\(^\text{255}\) Therefore, performance measures are best practices that might help mitigate uncertainty.

Perhaps the main limitation of this approach is that not every algorithmic decision-making process is explainable. This notwithstanding, there are always some value choices that are made by humans, including the choice of whether to use an opaque model rather than an explainable one and even the decision to resort to an AI system to perform a given task in the first place. Arguably, these decisions should be challengeable by aggrieved parties. Furthermore, producers and sellers should be liable for their misleading statements if they encouraged overconfidence in the machine’s capability which resulted in an accident.\(^\text{256}\)

As for the liability of those who deploy AI systems, it must first be considered that AI systems can be operated by different users of various knowledge and expertise. AI systems can be operated by professionals whose main business purpose is the operation of digital systems. However, they can also be operated by non-professionals, including both consumers and professionals in fields other than AI who employ AI-


\(^{256}\) For instance, Tesla has been facing several lawsuits for false advertising for misrepresenting their vehicles’ features and capabilities since 2016. In China, the driver of a Tesla Model S died in a crash that occurred while the vehicle was in Autopilot mode. The driver’s family filed a lawsuit for false advertising accusing Tesla of exaggerating Autopilot’s capabilities: Rose Yu, ‘Family of Driver Killed in Tesla Crash in China Seeks Court Investigation’ The Wall Street Journal (20 September 2016) <https://www.wsj.com/articles/family-of-driver-killed-in-tesla-crash-in-china-seeks-court-investigation-1474351855> accessed 16 July 2022. In the same vein, in July 2020 the Regional Court Munich I (file no. 33 O 14041/19) prohibited Tesla from using the term ‘autopilot’ and other misleading statements on its German website advertising the driver assistance features of its electric cars pursuant to German competition law: Dirk Seiler, Nina Ballwanz and Nathalie Thorhauer, ‘Munich Regional Court Prohibits Tesla’s Advertising Claims for Its Electric Cars’ (Herbert Smith Freehills, 12 August 2020) <https://hsfnotes.com/cav/2020/08/12/munich-regional-court-prohibits-teslas-advertising-claims-for-its-electric-cars/> accessed 16 July 2022. Similarly, in Santa Barbara, California, the purchasers of a Tesla Model S sued the company for fraud as the car was misleadingly advertised as fully self-driving: see Tyler Hayden, ‘Santa Barbara Brothers Accuse Tesla of False Advertising’ The Santa Barbara Independent (22 July 2021) <https://www.independent.com/2021/07/22/santa-barbara-brothers-accuse-tesla-of-false-advertising/> accessed 16 July 2022.
driven solutions to automate the execution of their tasks. Paradigmatic examples are those of algorithmic credit scoring,\textsuperscript{257} robo-advising,\textsuperscript{258} AI-driven detecting tools for disease diagnosis, and robotic surgery.\textsuperscript{259}

With regard to devices of a type for which users are already subject to a strict liability regime under the majority of legal systems like motor vehicles, it is arguably preferable to apply strict liability regardless of whether a device contains AI or not in the light of the principles of technology neutrality and legal certainty.\textsuperscript{260}

In other cases, instead, ordinary fault liability may be appropriate. Hence, it must be determined whether the operator fulfilled the standard of care of a reasonable person of comparable education and expertise. The Commission did not provide any criteria for the assessment of fault in its proposal for an AI Liability Directive. In its Resolution of 2020, the Parliament suggested that fault should arise from failure to maintain the system or to oversee its functioning. These norms are quite vague though and thus it is unclear how courts and experts are going to interpret them in practice.

Where the AI system is operated by a consumer for his or her private activities, the user should follow the instructions and take the required precautions. This is without prejudice to the fact that the provider should minimise the risks of the system, taking into account the knowledge and expertise of the intended user.\textsuperscript{261} For instance, where the producer or the seller instilled too much confidence in the system with their statements,\textsuperscript{262} the consumer could be excused for not taking the adequate precautions.

Where the operator is also a professional in the AI field, it can be reasonably expected that judges will follow standards delivered by standardisation organisations and other professional norms. Hence, these private norms will represent the benchmark for the ‘reasonable operator’ who is also a professional in the AI field.\textsuperscript{263}

For operators who are not professionals in the AI field, but who use AI systems to perform their professional activities, safety standards and best practices are likely to

\textsuperscript{257} Julie Goetghebuer, ‘AI and Creditworthiness Assessments: The Tale of Credit Scoring and Consumer Protection. A Story with a Happy Ending?’ in Jan De Bruyne and Cedric Vanleenhove (eds), Artificial Intelligence and the Law (1st edn, Intersentia 2021); Noah Vardi, Creditworthiness and ‘Responsible Credit’: A Comparative Study of EU and US Law (Brill 2022), 97-104.


\textsuperscript{260} This is the position of Wendehorst: Christiane Wendehorst, ‘Strict Liability for AI and Other Emerging Technologies’ (2020) 11 JETL 150.

\textsuperscript{261} AI Liability Directive, Recital 29.


\textsuperscript{263} As pointed out by Herbosch, ‘if the system user adheres to AI soft law standards, this may serve as another abstract indicator of diligence’ (Maarten Herbosch, The Diligent Use of AI Systems: A Risk Worth Taking? (2022) 11 EuCML 14, 21).
emerge in the relevant communities.\textsuperscript{264} It is also possible that they will be asked to undergo some training prior to using AI technology. Arguably, professionals need to carefully validate the output of these recommendation systems, perform risk assessments, and control the operation of the system as much as possible. Whilst these precautions could undermine objectives of time and resource saving, they are essential to a human-centred approach to AI.\textsuperscript{265} This is notwithstanding the fact that human oversight suffers from practical limitations.\textsuperscript{266} For instance, humans might misjudge a certain output as flawed because of their inability to grasp the underlying correlations.

Whilst I suggest that standards might help courts define the required standard of care, judges need also to consider whether the specific circumstances of the case justify a departure from established standards and good practices. Moreover, as pointed out in Section 1, standardisation is in a complicated relationship with innovation.\textsuperscript{267} The possible tension between AI standardisation and innovation should be taken into account by domestic courts.\textsuperscript{268} When the defendant can demonstrate the adequacy and validity of a technique or practice other than those laid down in the relevant standards, his/her fault should not depend on deviation from said standards. Otherwise, innovation would be significantly hampered.

Notably, AI systems are characterised by different levels of automation, from manual teleoperation to fully autonomous systems. This might complicate further the assessment of the degree of control retained by operators in each case. Interestingly, some criteria in this regard are already available. The Society of Automotive Engineers (SAE International), a professional association, defined six levels of automation from 0 to 5 in its standard on Levels of Driving Automation.\textsuperscript{269} Whereas they pertain to automotive, they might provide guidance also for other sectors. For instance, they inspired the recent classification of surgery automation by Fosch-Villaronga and...
others, based on autonomy levels and the role of humans.\textsuperscript{270} Most importantly, they have already made their way from soft to hard law. In fact, the German Road Traffic Act\textsuperscript{271} contemplates specific provisions for accidents caused by autonomous vehicles. More specifically, it distinguishes between vehicles of SAE levels 3 and 4. The reference to the SAE standards bears direct consequences on the liability of operators. For vehicles of SAE level 3, drivers are still in control of the car and are presumed liable in case of accidents. For vehicles of SAE level 4 instead, the German law introduces the ‘technical supervisor’ who is entrusted with deactivating the system and approving an alternative driving manoeuvre. The supervisor, who can be the driver or another natural person, is liable for fault under the general conditions of § 823(1) BGB\textsuperscript{272} and must fulfil specific duties and requirements that will be specified by the Federal Ministry of Transport and Digital Infrastructure.\textsuperscript{273}

Finally, the decision to use an AI system for performing a given task in the first place should also be subject to scrutiny. Vice versa, failure to use technology might become a violation of a legal standard. For instance, in some cases, it may be considered more diligent to use AI rather than not. Interestingly, in \textit{Cass v. 1410088 Ontario Inc.}, the Superior Court of Ontario capped the costs award by reasoning that counsel’s preparation time would have been significantly reduced if AI technology had been employed.\textsuperscript{274} Arguably, a potential legal obligation to adopt a certain technology might depend on the state of the art and on available resources.

\textit{Mutatis mutandis} these arguments bear relevance to contractual liability too. Conformity of digital products and services under the SGD and the DCSD, satisfactory performance, unforeseeability, and unpredictability of impediments: all these elements might be interpreted in the light of existing and upcoming standards. For instance, the forthcoming ISO standard on ‘Systems and software Quality Requirements and Evaluation (SQuaRE)’ might be a good candidate for evaluating the conformity of software to contractual and legal requirements.

\begin{footnotes}
\item[272] \textit{Bürgerliches Gesetzbuch}, ie the German Civil Code. § 823(1) BGB is the cornerstone of German tort law, and it states that any person who, intentionally or negligently, unlawfully injures the life, body, health, freedom, property, or another right of another person, is liable for compensation to the aggrieved person.
\item[274] \textit{Cass v. 1410088 Ontario Inc.}, 2018 ONSC 6959 (CanLII) [34], available at <https://www.canlii.org/en/on/onsc/>.
\end{footnotes}
7 Conclusions

The present research has investigated the link between standards on AI and liability. For this purpose, the normative force of standards and professional norms and their relevance to liability disputes have been first demonstrated. The extensive reach of standards and professional norms onto private relationships reinforces constitutional concerns about standardisation. Standards are ubiquitous in everyday life and also in numerous areas of public policy. European standards are essential to the development of the internal market and eventually means for the global reach of EU law. Indeed, they not only shape global markets but also function as mechanisms of regulatory and policy diffusion. Hence, the ample leeway that is usually given to ESOs due to their expertise must be reconciled with the essential administrative and constitutional safeguards of law-making to make sure that societal needs are taken into account by standards makers. Furthermore, the legitimacy of standards is contested due to a lack of transparency and involvement of consumers and SMEs. Similar concerns emerge with respect to international and national standardisation, particularly in the field of ICT standardisation, which is essential to AI.

Next, the framework of AI standardisation has been pinpointed. Accordingly, the European approach to AI standardisation in the AI Act has been thoroughly analysed and an overview of international and national standardisation initiatives has been provided. A complex patchwork of rules, standards, and other professional norms laid down by professional associations and companies has emerged. This overview unveiled the pivotal role played by industry actors in regulating AI. In this regard, scholars

---


276 Cf Stichting Rookpreventie, Opinion of AG Saugmandsgaard Øe, para 79.

277 Idem and Standardisation Regulation, Recital 5.


280 See Case C-9/56 Meroni & Co., Industrie Metallurgiche, SpA v High Authority of the European Coal and Steel Community [1958] ECR 133. According to the Meroni formula, in the EU system delegation of rule-making powers is allowed only if they are of a purely executive nature, if appropriate procedural guarantees are in place, and if judicial review of delegates’ decisions is ensured. For a critique of the New Approach framework in light of the Meroni doctrine see Takis Tridimas, ‘Community Agencies, Competition Law, and ECSB Initiatives on Securities Clearing and Settlement’ (2009) 28 YEL 216.

highlight the need for cooperation between scientists, developers, policymakers, and ethicists in light of a ‘Responsible AI’ approach to innovation.\textsuperscript{282}

Finally, the article dealt with the problem of liability for AI from the angle of negligence and conformity. Courts deal with these general clauses by interpreting them in the light of the specific circumstances of the case. In highly technical cases, courts count on their own experience and on the advice of experts. Their determinations are based on empirically observable data.\textsuperscript{283} Now, the problem with AI-related damage is that there is not much data on which courts and experts can rely. Uncertainty is unavoidable.\textsuperscript{284} Moreover, the features of AI significantly complicate the assessment of human responsibility for negative outputs. The limitations of established tort law and contract law \textit{vis-à-vis} AI are the objects of lively scholarly and political debate.

In this respect, this article has explored the possibility of using standards and professional norms to mitigate this uncertainty. Standards are no panacea for sure. The tentative conclusion though is that standards provide a valuable yardstick against which the behaviour of developers and deployers can be evaluated. Furthermore, for operators of AI systems, I have distinguished between professionals in the field of AI, professionals in fields other than AI, and consumers. Arguably, their respective duty of care should mirror their different expertise. Therefore, the Parliament’s proposal is not satisfactory insofar as it establishes a cross-cutting strict liability regime for all operators of high-risk AI systems, including consumers. The decision of the Commission to reject said suggestion in its proposal for an AI Liability Directive must thus be welcomed. Finally, it may be possible that courts will find professionals liable for failure to use AI systems in performing their tasks.

Like standards, AI is ubiquitous. Many AI systems are also autonomous, which means that once activated, they provide outputs without further input from humans. At first glance, the autonomy of AI might exclude the relevance of human behaviour. Instead, we make the point that AI is shaped by those who develop and deploy them, at least to a certain extent. Indeed, standards are flourishing precisely to guide humans in the creation and use of AI systems. Arguably, before providing answers, AI standards help pose the right questions. Therefore, the quest for liability for AI involves a set of questions about whether, how, and with what safeguards human activity and decision-making authority are transferred to a machine.\textsuperscript{285}

\textsuperscript{282} Virginia Dignum, \textit{Responsible Artificial Intelligence: How to Develop and Use AI in a Responsible Way} (Springer 2019).


\textsuperscript{284} Cf F Patrick Hubbard, ”Sophisticated Robots”: Balancing Liability, Regulation, and Innovation’ (2014) 66 Fla L Rev, 1803, 1861: “Where the tort system continues to use traditional fault approaches to address the control, use, and service of robots, the application of concepts like reasonable care will change where increasingly sophisticated robots are involved because the legal system measures the level of skill reasonably required by the nature of the activity undertaken.”